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Recent advances in real-time monitoring technology make this an exciting time to study risk for
suicidal thoughts and behaviors among youth. Although there is good reason to be excited about
these methods, there is also reason for caution in adopting them without first understanding their
limitations. In this article, we present several broad future directions for using real-timemonitoring
among youth at risk for suicide focused around three broad themes: novel research questions, novel
analytic methods, and novel methodological approaches. We also highlight potential technical,
logistical, and ethical challenges with these methodologies, as well as possible solutions to these
challenges.

Real-time monitoring (also called ambulatory assessment)
broadly refers to the study of people in their natural environ-
ment using a range of technology suck as smartphones and
wearable devices (Trull & Ebner-Priemer, 2013). Real-time
monitoring can involve active assessment of self-reported con-
structs (also called Ecological Momentary Assessment,
Experience Sampling, or intensive longitudinal monitoring) or
passive assessment of behavior through sensors on smart-
phones or wearable devices. Real-time monitoring technology
has existed for nearly 20 years (Barrett & Barrett, 2001) and
lower-tech paper-based methods have existed for more than
30 years (Csikszentmihalyi & Larson, 1987). In just the past
few years, however, there has been a marked increased interest

in using real-time monitoring in clinical psychology. This
increase is certainly due, in part, to the increased availability
of smartphones and wearable devices and the software to use
them for real-time monitoring. As shown in Figure 1, there has
been an exponential rise in the number of available real-time
monitoring apps for both iOS and Android phones, with just
two apps available for either platform in 2013 to 21 available
apps for iOS and 18 available for Android as of 2019.

There has been particular interest in using these real-time
monitoring technologies to study the everyday lives of people
at risk for suicide. Supporting this, a quick search of PsycINFO
shows nearly a tenfold increase in the number of studies men-
tioning smartphones and suicide from the past 5 years (n = 48)
compared to the 10 years prior (n = 5). Moreover, in 2018–
2019 alone, the National Institute of Mental Health released
five Funding Opportunity Announcements or Notices of
Special Interest that specifically mention real-time monitoring
and suicide (National Institute of Mental Health, 2018a, 2018b,
2019b, 2019a). Advancing our ability to monitor and assess
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risk for suicidal thoughts and behaviors (STBs) in youth is
particularly critical. Adolescence is a time full of frequent
transitions (Lenz, 2001; Patton & Viner, 2007). Risk for
STBs increases substantially during this time, beginning around
age 12. By age 18, more than one in 10 youth have had suicidal
thoughts at some point (Nock et al., 2013). STBs among youth
are an increasing problem over time. One study found that the
proportion of admissions because of STBs at children’s hospi-
tals in the United States nearly tripled from 2008 to 2015
(Plemmons et al., 2018). Beyond the importance of studying
STBs among youth, doing so using real-time monitoring is
especially worthwhile because of their fluency with technology
and their near ubiquitous use of it (95% of adolescents ages 13–
17 have access to a smartphone; Pew Research Center, 2018).

Taken together, in recent years real-time monitoring tech-
nology has become more accessible, and interest in using this
technology to study STBs, particularly among youth, has
increased substantially. Thus, this is an excellent time to
take stock of what we have learned so far and expand on
what we can learn in the future using real-time monitoring to
study STBs. Accordingly, this article has three main goals.
The first goal is to provide a brief review of the current state of
the research using real-time monitoring to study STBs among
adolescents. The second goal is to discuss the unexplored
areas and unanswered questions about STBs among youth
that can be addressed using real-time monitoring. The third
goal is to discuss the challenges that can arise when using real-
time monitoring to study STBs among adolescents. Before
going further, however, it is important to acknowledge several
decisions we made in the preparation of this article. First, we
deliberately place more focus on future directions than on
current literature because there are several preexisting reviews
specifically on using real-time monitoring to study STBs
(Kleiman & Nock, 2018) and nonsuicidal self-injury
(Rodríguez-Blanco, Carballo, & Baca-García, 2018).
Moreover, the state of the literature is moving quite quickly,
thus a review could quickly become outdated, whereas the
future directions we provide here are intended to provide a
broad road map for years to come. Second, although we
remain highly optimistic about the ability of advanced

methodology to help us better predict and prevent STBs
among adolescents, we dedicate considerable space in this
article to the challenges associated with doing so. Many
articles already accurately extol the virtues of the methodol-
ogy, but few discuss the challenges of using it that must be
overcome.

CURRENT STATE OF REAL-TIME MONITORING
RESEARCH

The majority of research that has been conducted using real-
time monitoring within the context of STBs has been con-
ducted on adults. Thus, the following section, which reviews
the current state of real-time monitoring research on adoles-
cents, is relatively brief and covers two areas: (a) research
showing that real-time monitoring is feasible in adolescent
samples and (b) research describing the real-time occurrence
of STBs. Although it would be advantageous to replicate in
adolescent samples all work that has been done in adult
samples, we next discuss specific areas where replication is
particularly needed (e.g., because such work would set the
stage for other real-time monitoring work in adolescents).

Feasibility of Measuring STBs in Youth

It does not matter how promising or novel a research metho-
dology is if it is not feasible to conduct research using it. Thus,
the most basic question regarding real-time monitoring meth-
odology is whether it is feasible to use in adolescent samples.
Although there have been only a handful of feasibility studies
on suicidal adolescents, many studies in clinical samples of
adolescents demonstrate that this work is generally feasible.
One meta-analysis of 42 studies of clinical and nonclinical
samples of adolescents using ecological momentary assess-
ment (EMA) or EMA + wearables found an average compli-
ance rate of 78.3%. They found no differences in compliance
rate by study length, sample severity, or whether a wearable
was also used with EMA. The only significant predictor of
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FIGURE 1 Cumulative number of real-time monitoring apps available, by date of first release.
Note: This includes all apps available commercially (i.e., Google Play Store or Apple App Store) and through other public repositories (e.g., GitHub).

REAL-TIME MONITORING OF SUICIDE RISK AMONG ADOLESCENTS 935



compliance was sampling frequency, where studies with
lower sampling rates (~2–3 times per day) had higher com-
pliance than those with higher rates (Wen, Schneider, Stone,
& Spruijt-Metz, 2017). It should be noted, however, that only
one of the 42 studies in this meta-analysis had suicidal parti-
cipants (Nock, Prinstein, & Sterba, 2009). Since this meta-a-
nalysis, several other feasibility studies in suicidal adolescents
have been published. One study suggested that adolescents
will complete daily surveys about suicide risk (Czyz, King, &
Nahum-Shani, 2018) about 70% of the time; however, this
may not perfectly translate to more than once a day. Another
study shows that suicidal adolescent inpatients are generally
highly compliant in research studies that ask them to use
wrist-worn biosensors (Kleiman et al., 2019).

Although these studies generally support that participants
will be compliant with study protocols, there is little research
suggesting how to maintain or improve compliance rates. In
adolescents, there is a particular need to evaluate what types
of incentive schedules are most likely to increase compliance.
For example, given the research showing that younger ado-
lescents have a weaker future orientation than older adoles-
cents and young adults (Steinberg et al., 2009), younger
adolescents in particular may be more likely to participate in
a study in which compensation is given weekly instead of
once at the end of a study (especially if that study has a long
follow-up period). Other recent work focuses on developing
algorithms to determine the contexts under which someone is
most likely to complete a survey on their smartphone
(Aminikhanghahi, Schmitter-Edgecombe, & Cook, 2019).
This technology is particularly exciting because of its ability
to increase compliance rates; however, it may do so at the risk
of bias in when surveys are sent. For example, if adolescents
are more likely to respond to a survey when calm, the algo-
rithm may miss sending surveys when an adolescent is dis-
tressed, even if this is the period in which researchers are most
interested.

Describing the Real-Time Occurrence of STBs

One of the most apparent and unique benefits of real-time
monitoring is that it enables researchers to gain a basic
understanding of the phenomenology of STBs as they
occur in the real world. This is important on the most
basic level: We must first be able to describe our phenom-
enon of interest before we explain it, predict it, or prevent
it. Real-time monitoring gives us the tools to do this.

Several studies have leveraged real-time monitoring tech-
nology to describe STBs. Most of these studies have been in
adults; however, we describe them here to serve as an
example for doing similar work in adolescents. Two studies
in adults at acute risk for suicide (e.g., suicidal adult inpa-
tients) have shown that suicidal thinking is highly variable
over just a few hours (Hallensleben et al., 2017; Kleiman et

al., 2017). Initial work in adolescents using a daily diary
study also showed this considerable variability (Czyz,
Horwitz, Arango, & King, 2019). This research is important
for at least two reasons. First, it shows that suicidal thinking
can change rapidly, suggesting that intense suicidal thinking
may be episodic and confirming retrospective research on
this topic (Bagge, Littlefield, Conner, Schumacher, & Lee,
2014). Second, it shows that real-time monitoring is useful to
study STBs. Intensive longitudinal monitoring is useful only
if the factors being monitored change substantially over the
frequency in which they are being monitored. If, for exam-
ple, STBs varied over days or weeks, it would not be
necessary to measure them every few hours. In the future,
it is important to replicate the findings regarding the varia-
bility in suicidal thinking that have been seen in adults and in
daily diary studies. Although it is likely that we would see
such variability across age groups, we should not treat this
assumption as fact. Indeed, as just noted, this high level of
variability over a short period is one of the key reasons why
real-time monitoring is so useful to study suicidal thinking.
But if there were not as much variability, there would also be
less novelty and necessity in using a technology, the main
advantage of which is that it can capture variability over a
short period. It could even be that we may see more within-
person variability among adolescents compared to adults
given the age differences found in constructs that could
lead to such variability like emotion regulation and emotion
reactivity (Silvers et al., 2012).

BROAD UNANSWERED QUESTIONS AND
EXCITING FUTURE DIRECTIONS

In the following sections, we describe broad future directions
that can be taken using real-time monitoring in youth. In
addition, and where appropriate, we discuss specific barriers
to each future direction. We categorize the future directions in
three areas reflecting different steps in the research process:
(a) novel research questions, (b) novel analyses, and (c) novel
methodological advances. It is possible that the first two areas
could be addressed with preexisting real-time monitoring
data, whereas the third section provides a road map for future
studies of real-time monitoring of STBs among youth.

NOVEL RESEARCH QUESTIONS

Characterizing the “Crisis State” before a Suicide
Attempt

Considerable retrospective work suggests that, for many ado-
lescents, a suicide attempt is preceded by a period of brief, but
intense, suicidal thinking. For example, nearly 70% of
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adolescents in one retrospective study reported that thoughts
of suicide began just 30 min before their most recent suicide
attempt (Negron, Piacentini, Graae, Davies, & Shaffer, 1997).
Several proposed clinical diagnoses such as the Suicide Crisis
Syndrome (Schuck, Calati, Barzilay, Bloch-Elkouby, &
Galynker, 2019) and Acute Suicidal Affective Disturbance
(Rogers, Chu, & Joiner, 2019) also include aspects of episodic
crisis-like states of intense suicidal thinking (in addition to
other states, e.g., agitation) appearing imminently before sui-
cidal behavior. Despite the theoretical support, retrospective
empirical work, and earlier calls to do so (Glenn & Nock,
2014), there has been no prospective work exploring the
minutes and hours right before a suicide attempt. Real-time
monitoring is uniquely suited to characterize the time before a
suicide attempt because it can capture the hypothesized rapid
increases in suicidal thinking, agitation, and other affect states
in a way not possible with other methods (e.g., because real-
time monitoring is less suspectable to recall bias; Shiffman et
al., 1997).

There are at least two barriers to our ability to capture
suicidal behaviors in real time. First, suicidal behaviors are
low-base rate, infrequent occurrences, even among those at
high risk. Studies of adolescents hospitalized for a suicide
attempt (a high-risk group) report rates of a repeat suicide
attempt over the 6 months after discharge ranging from 7%
to 18% (Goldston et al., 1999; King et al., 1995; Prinstein et
al., 2008; Yen et al., 2013). Thus, characterizing the time
right before suicidal behaviors would require capturing a
large-enough group of high-risk individuals, during a high-
risk period (e.g., posthospitalization), over a long-enough
time period for sufficient suicidal behaviors to be captured.
Second, the time before a suicide attempt is indeed charac-
terized by intense distress through suicidal thinking or agita-
tion. This means that we are trying to characterize a time
period where people may be less willing or able to complete
a smartphone-based assessment of their current state.
Supporting the idea that these barriers have contributed to
our lack of information on the time before a suicide attempt,
work has been done characterizing a related phenomenon—
nonsuicidal self-injury—which does not have such barriers
(Andrewes, Hulbert, Cotton, Betts, & Chanen, 2017)
because it occurs more frequently than suicide attempts.

Verifying How Well Our Theories Hold up in Everyday
Life and Generating New Theories

There are well over a dozen theories of suicide (Lester, 1994).
Nearly all of these theories either explicitly or implicitly pro-
pose a process that should play out over a short time (e.g., days,
hours). For example, both Beck’s (Wenzel & Beck, 2008) and
Alloy and Abramson’s (Abramson et al., 2000) theories of
suicide propose trait-like dispositions (i.e., cognitive vulner-
abilities) that confer risk for suicide only when activated by
the occurrence of stressors in everyday life, leading to suicide-

relevant cognitions and then STBs. Joiner’s interpersonal the-
ory proposes that suicidal desire arises out of the combination
of beliefs that one is a burden to others and does not belong to a
social group, as well as hopelessness about these beliefs (Van
Orden et al., 2010). These three factors (burdensomeness,
belongingness, hopelessness) are likely state-like and should
vary over short periods.

Although many of these theories have support in adolescent
samples, this support comes from either retrospective studies or
prospective studies with long follow-up periods (e.g., months)
that cannot capture the short-term changes proposed in the
theories (Burke et al., 2016; Horton et al., 2016). Thus, it is
surprising that despite proposing these real-time processes
(e.g., the real-time activation of a cognitive vulnerability),
there have been no studies to date testing whether these predic-
tions hold up when assessed at the frequency they are expected
to vary in. This is especially important because it may be that
these theories work well to explain suicide risk over the time
scale measured but not whenmeasured in real time. In line with
this idea, some real-time monitoring studies in adults have
tested components of the interpersonal theory and generally
found inconsistent support for it (Hallensleben et al., 2019;
Kleiman et al., 2017). If our theories are not supported using
real-time methodology, it does not mean that these theories are
wrong. Rather, it maymean that these theories explain themore
distal or static components of suicide risk and should be mod-
ified to incorporate prediction of proximal risk. Indeed, theories
of suicide may be most useful if they can identify both distal
and proximal predictors of suicide risk. One such example is
the ideation-to-action framework, which aims to model the
dynamic progression from suicidal thoughts, a relatively distal
predictor of suicidal actions, to the most proximal predictors of
suicidal actions (Klonsky, Saffer, & Bryan, 2018). Beyond the
modification of existing theory, there may also be room for the
generation and testing of new theories using real-time monitor-
ing data.

NOVEL ANALYSES

Identifying New Risk Factors Using Machine Learning

Machine learning has received considerable attention in
recent years for its promise to help identify new risk factors
or new combinations of existing risk factors. Given that
suicide risk is a multifaceted construct, it is unlikely than
any single risk factor will predict risk for STBs among all
adolescents. Thus, there is great promise for methods that
can identify particularly “risky” combinations of risk fac-
tors (Kleiman & Anestis, 2015). Some work suggests that
machine learning can possibly help identify new theories
by finding patterns in the data not easily detectable by
humans alone (Yarkoni & Westfall, 2017).

Although there is great promise in using machine learn-
ing to help advance our understanding of suicide risk
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among adolescents, as with any new scientific endeavor,
skepticism is appropriately warranted. Some recent empiri-
cal work and commentaries related to machine learning in
suicide present a positive outlook (Allen, Nelson, Brent, &
Auerbach, 2019; Torous & Walker, 2019), whereas others
take an appropriately less optimistic view (Belsher et al.,
2019). Here we present a more balanced view of the posi-
tives and negatives of machine learning, in line with still
other recent commentaries (Dwyer, Falkai, & Koutsouleris,
2018; Kessler, 2019). There are several problems to
acknowledge. The first problem is overfitting, which occurs
when models prioritize prediction of already-known cases
in training data rather than generalizability to future data.
This is a problem well known within statistics and compu-
ter science (Dietterich, 1995) and addressed in some areas
of psychology (e.g., screening for pediatric bipolar disor-
der; Youngstrom, Halverson, Youngstrom, Lindhiem, &
Findling, 2018) but possibly less frequently acknowledged
within suicide research. Overfitting is especially proble-
matic for creating algorithms to predict suicide risk because
of the costs associated with a false positive (e.g., someone
may be given an intervention for suicide risk despite not
needing one) and especially high cost associated with a
false negative (e.g., someone at risk may die by suicide;
Gianfrancesco, Tamang, Yazdany, & Schmajuk, 2018). The
second problem is the lack of machine learning models
appropriate for real-time monitoring data. Most extant stu-
dies using machine learning within the context of suicide
among adolescents use medical record data to predict future
suicide events (Walsh, Ribeiro, & Franklin, 2018). Real-
time monitoring data are far more complex (because they
involve time-varying data, collected at hundreds or thou-
sands of data points), and this can create problems with
complexity that existing machine learning models are not
able to address. The third problem involves clinical utility.
Even if a model identifies a new predictor of STB risk, it
does not mean that this predictor will actually contribute to
the prediction of STBs in a clinically meaningful way
(Franklin et al., 2017). This topic is becoming better under-
stood in other areas of research (e.g., medicine; Emanuel &
Wachter, 2019; Shah, Milstein, & Bagley, 2019). Despite
these potential issues, there is of course great promise in
this area because of the large number of statisticians
focused on expanding the science of machine learning
(Dwyer et al., 2018).

Moving beyond Nomothetic Analytic Approaches to
Idiographic and Subgroup Models

Because real-time monitoring involves repeated sampling of
an individual over time, it allows researchers to gain a deep
understanding of an individual in ways not possible with other
methodologies. Real-time monitoring makes it possible to
move from group-level nomothetic models to idiographic,

person-centered models. The use of idiographic models in
suicide research is not necessarily new, as calls for such
work have existed for more than 15 years (Leenars, 2002).
What is new, however, is our ability to collect data that are
well suited for idiographic analyses. Supporting the use of
idiographic models is the idea that what is true about a group
is rarely true about all members of it (referred to as the
ecological fallacy; Piantadosi, Byar, & Green, 1988).
Illustrating this, Fisher, Medaglia, and Jeronimus (2018)
found across four repeated-measures studies that although
individuals’ means often aligned well with the overall group
mean, the variability around that mean differed considerably.
This means that we could miss crucial pieces of information
about the individual if we apply to them only what we know
from the group. The idiographic approach is especially pro-
mising for its ability to create individually tailored interven-
tions that can “trigger” an intervention (e.g., on the
smartphone) based on other data (e.g., wearable monitor,
prior smartphone responses) in a way that is specific to the
individual (Fisher & Boswell, 2016) delivered just in time
when the intervention is needed (i.e., using just-in-time adap-
tive interventions; Nahum-Shani et al., 2018).

The first challenge is that the individual variability not
accounted for by group-level models may reflect poor internal
validity instead of poor generalizability from groups to indivi-
duals (Schwartz, 1994). For example, some trait-level factors
(e.g., difficulty using technology) that occur only in a minority
of adolescents could contribute to discrepancies between group
and individual models in ways that are not meaningful. The
second challenge is that even the data collected using real-time
monitoring may not actually represent the individual. Data
collected over a particularly stressful (e.g., beginning of a
school year), not stressful (e.g., the middle of summer break),
or otherwise atypical period may not generalize to other peri-
ods. This would mean collecting data over a long-enough
period to capture a range of periods. A longer monitoring
period, of course, presents additional logistical challenges for
compliance and retention. The third challenge, articulated well
by Wright et al. (2019), is that a personalized model does not
allow for information learned about one adolescent to be gen-
eralized to others. This lack of generalizability would present
problems for understanding psychopathology (e.g., what is a
typical level of agitation?) and treatment (e.g., needing to “start
from scratch” for each new client).

To summarize, nomothetic models can suffer from poor
group-to-individual generalizability and idiographic models
can suffer from poor individual-to-group generalizability.
Thankfully, there exist a variety of analytic techniques that
can maximize the benefits of both approaches while minimiz-
ing their drawbacks. We present two such options here. The
first approach involves the class of analyses that can create
subgroups of individuals based off their responses, such as
mixture models (latent class analysis, latent profile analysis;
McCutcheon, 1987; Nagin, 2005). There has been promise
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using these methods with real-time monitoring data of suicidal
adults (Kleiman et al., 2018) and cross-sectional data among
adolescents (Thullen, Taliaferro, & Muehlenkamp, 2016).
Subgroups present a “middle ground” between nomothetic
and idiographic models, possessing some benefits of both (e.
g., generalizability to other individuals) while still having some
trade-offs (e.g., individuals are likely more similar to a sub-
group than the entire population, but there are still likely
important differences between the individual and the sub-
group). The second approach is the Group Iterative Multiple
Model Estimation (GIMME; Gates & Molenaar, 2012) which
allows estimation of both individual- and subgroup-level
effects. GIMMEwas initially designed for functional magnetic
resonance imaging analysis but has some promise for use in
analyses using real-time monitoring data (Wright et al., 2019).
Because it was designed for a different type of time-series
analyses, this leads to a few important limitations to acknowl-
edge. First is the requirement that there cannot be any constants
with an individual (e.g., if an adolescent [accurately] reported a
rating of 0 on ameasure of suicidal thinking at every time point,
they would need to be removed from the analyses). Second,
GIMME assumes that data are evenly spaced and data from
most real-time monitoring studies are (by design) unevenly
spaced because of surveys being delivered at random intervals.
Like other advanced statistical methods discussed here, how-
ever, there is hope that in the near future, extensions of these
models will be developed to better handle the types of data that
come from real-time monitoring studies.

Understanding the Role of Time in Suicidal Thoughts
and Behaviors

Nearly all real-time monitoring studies published to date
have used multilevel modeling (also called hierarchical lin-
ear modeling, linear mixed-effect modeling, random coeffi-
cient modeling, and others). These analyses are certainly
appropriate for the types of data that are typically collected
using real-time monitoring (where there are multiple mea-
surements from the same participant). However, multilevel
models are among the most basic types of analyses that can
be done on these data. Real-time monitoring data are almost
always also time-series data in the sense that the data col-
lected are indexed by some sort of time variable. Most
traditional multilevel modeling approaches cannot take
advantage of time-series data, which means there is still
much to learn about the nature of time in suicide risk.
Understanding the nature of time in suicide risk has many
possible benefits, including the ability to explore the time
course of suicidal thinking, which is still unknown.

What Is the Time Course of Suicidal Thinking?

Although it is unlikely that the length of an episode of
suicidal thinking is the same from one adolescent to the

next, or even from one episode to the next, establishing an
understanding of the length of time episodes of suicidal
thinking may last could be useful for determining the
frequency of assessment (e.g., to capture the episode;
Dormann & Griffin, 2015) or windows for intervention.
One of the earliest real-time monitoring studies of suicidal
thinking among adolescents supports the idea that episodes
of suicidal thinking are likely brief. This study found that
more than half of all the episodes of suicidal thinking that
were reported lasted 30 min or less (Nock et al., 2009). One
way to explore the time course of suicidal thinking is
through the use of autoregressive models, which can be
used to understand how prior ratings of a variable predict
future ratings of the same variable (Hytti, Takalo, &
Ihalainen, 2006). This would be particularly useful in deter-
mining the length of an episode (e.g., by determining at
what point the relationship between current and prior rat-
ings disappears). Several types of autoregressive models
exist, including basic autoregression, which can determine
the relationship between current ratings of a variable and all
prior ratings of it; autoregressive integrated moving aver-
age, which also takes into account the error associated with
prior measurements; and vector autoregression, which can
include multiple variables. Like GIMME, autoregressive
models were not designed with real-time monitoring data
in mind. They were originally designed to be applied to
economic data (Dickey & Fuller, 1981), which, unlike real-
time monitoring data, are evenly spaced in time.

Are There Cyclical Patterns in Risk for STBs?

It is possible that suicidal thinking may vary as a func-
tion of time, and thus certain cyclical patterns might be
useful to explore. There are several time scales that would
merit exploration. Within a day, there is a body of work on
diurnal variation in psychopathology among adolescents (e.
g., anxiety and depression symptoms), and it may also be
that such variation occurs in suicidal thinking or other
suicide risk factors (Granger et al., 2003). Within a week,
there may be variation from weekdays to weekends. Within
a month, for females, there may be variations around the
menstrual cycle (Saunders & Hawton, 2006). Spectral den-
sity analysis is particularly useful for studying these types
of cycles but, as the other analyses mentioned thus far, has
not been designed with some of the peculiarities of real-
time monitoring data in mind (Stoica & Moses, 2005).

How Do Relationships between Suicide Risk
Factors and STBs Change Over Time?

It may be that the relationship between risk factors for STBs
and STBs vary over time in a meaningful way. For example,
there may be periods (e.g., after certain types of events) that the
relationship between two variables becomes stronger.
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Techniques such as time-varying effect modeling (TVEM; Tan,
Shiyko, Li, Li, & Dierker, 2012) are useful in these cases
because they can model the change in the relationship between
variables as a function of time. Unlike the other methods
mentioned in this section, TVEM has been developed for use
with repeated measures data like the type collected in real-time
monitoring studies (Shiyko, Lanza, Tan, Li, & Shiffman, 2012).
To date, however, TVEMhas not been used specifically in real-
time monitoring studies of suicide.

NOVEL METHODOLOGY

Moving beyond Self-Report Data

The majority of the studies referenced here use only active
monitoring of self-report data. Such data are an advancement
over prior self-report studies that retrospectively assess a
construct of interest. However, there is much to be gained
by expanding our real-time assessment beyond self-report to
other streams of data that can objectively reflect the behavior
we are interested in studying. In the following sections, we
talk about two methods to objectively measure behavior that
may be related to suicide risk: wearable devices and passive
sensing. These technologies are especially useful because
they do not require individuals to report how they are thinking
and feeling at a time when it might be difficult to engage in
more active reporting.

Wearable Devices

Much like other real-time monitoring methodology,
research-grade wearable devices have been available for
quite some time (Thorpy et al., 1995). In the past few
years, however, interest in using these devices in real-
time assessment has escalated markedly. This is likely
due in part to the increased accessibility of research-
grade devices that can be worn unobtrusively, usually
on the wrist, but sometimes elsewhere on the body (e.
g., a patch on the shoulder). For example, high-quality
actigraphy devices that can measure sleep and related
factors can be purchased for around $750. This increased
interest has almost certainly also been due to the recent
proliferation of consumer-grade wearable devices (e.g.,
Fitbit) that are easier to use than research-grade devices
and are more esthetically appealing, which is especially
important for adolescents. Although a thorough review of
the technical specifications of wearable devices is outside
of the scope of this article, we provide here a brief
overview of features common in wearable devices.
These devices usually contain a variety of sensors that
can assess factors such as movement (via an acceler-
ometer or gyroscope), temperature (via a thermopile or
thermometer), heart rate (via a photoplethysmograph),
and measures of autonomic arousal (via electrodermal

activity). These data streams can then be converted into
behavioral indices of constructs of interest. For example,
accelerometry data can be used to passively detect sleep.

Suicidal thoughts (and, to an extent, suicidal behaviors)
are not observable using passive monitoring. There is cur-
rently no known physiological signature that corresponds to
suicidal thinking. Thus, passive monitoring alone is not
sufficient to study STBs. The most advantageous way to
use wearable devices to study STBs is to pair the objective
behavioral data collected using a wearable device with the
subjective data collected from EMA. Some studies in adults
have begun to do this. One study combined EMA data with
actigraphy to show how sleep corresponded to next-day
reports of suicidal thinking (Littlewood et al., 2019). This
would be particularly useful in terms of developing new
risk detection algorithms that could trigger interventions
based on data from a wearable monitor.

Researchers who wish to use wearable devices in their
studies should acknowledge several issues. First, there is
relatively consistent support that wearable devices are able
to accurately detect sleep among adolescents, relative to
both medical-grade polysomnography and other wearable
devices (Baron et al., 2018; Ridgers et al., 2018). There is
less research on other sensors, and the research that does
exist (e.g., on heart rate sensors on wrist-worn devices)
raises some concern for whether these devices are suffi-
ciently accurate for most researchers’ needs (Parak &
Korhonen, 2014). Second, technological limitations (e.g.,
battery capacity, location of sensors) means many trade-
offs in sampling quality relative to typical laboratory
devices. For example, the Empatica E4, a research-grade
wearable device, measures skin conductance at 4 Hz, which
is one twenty-fifth of the rate recommended for laboratory
studies (Figner & Murphy, 2010). Third, many commercial
devices do not provide to researchers the level of data that
would be needed to study STBs. As noted in prior real-time
monitoring research, suicide risk and related factors change
over hours or less (Kleiman et al., 2017; Nock et al., 2009).
This means that the type of data collected should match this
frequency (e.g., minute-to-minute heart rate, skin conduc-
tance measured ever 250 ms). Some of the most consumer-
friendly wearable devices do not provide these data. For
example, although Fitbit devices are some of the most
consumer-friendly devices and although Fitbit has an excel-
lent reputation for providing research data, the data that are
provided are never at this granular of a level. Finally, the
data files that are produced from these devices are large and
potentially noisy. For example, collecting accelerometer
data measured at 32 Hz (a relatively low frequency) for 4
weeks would lead to more than 11 million rows of data per
participant. Managing and cleaning data files this large
requires analytic methods that do not necessarily keep
pace with the development of the monitoring technology.
However, like several other areas discussed thus far, the
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increased interest into these methods will likely lead to the
creation of new tools to work with the data they produce.

Passive Sensing

Another route to supplement self-report data collection
is through “passive sensing,” or harnessing the data that are
passively collected by sensors used in everyday life, such
as the GPS or text message logs from an adolescent’s
smartphone (Mohr, Zhang, & Schueller, 2017). These
streams of data are exciting because they allow large
amounts of data to be collected with essentially no burden
to the participant (e.g., because the logs will be recorded on
the phone no matter what). These data can then be used as
part of a digital phenotyping framework in which beha-
vioral indices can be created from the passive data streams
(Insel, 2017). For example, constructs relevant to suicide
like social connection could be assessed through the num-
ber of texts made or the number of places visited assessed
via GPS. Of particular relevance to youth is the ability to
passively detect and quantify interactions on social media,
given the importance of social media to most adolescents
(Best, Manktelow, & Taylor, 2014). There has been rela-
tively little research in this area, most of which has been
done on small samples (the median sample size of studies
in one review of passive sensing studies was 15; Cornet &
Holden, 2018). This work has not yet been conducted on
suicidal populations or adolescents. Thus, as echoed by
others (Torous et al., 2018), passive sensing is a novel
way to improve our ability to understand the everyday
lives of adolescents at risk for suicide.

Despite the clear promise of these data, there are many
pitfalls to acknowledge. First, and possibly most important,
many of the potential streams of passive data that can be
collected are of a highly personal and identifiable nature.
For example, even one GPS sample can easily tell where a
participant lives or goes to school. A call log can give away
someone’s friends or family. This means that extra care
should be taken to secure these data and to make sure
that participants and their parents are informed of the risk
associated with collecting these data. Many apps capable of
this sort of sensing use methods to obscure information (e.
g., encrypting or “hashing” phone numbers), but this could
reduce its utility (e.g., it would not be possible to tell the
actual phone number dialed if the number has been
encrypted). Second, because so few studies have used pas-
sive data to better understand constructs of interest, there is
not a particularly large base of knowledge in how to work
with these data. Of course, given the popularity of these
data, it will likely not be long until more advanced analytic
techniques are developed. Third, the passive data that are
collected may not capture all possible ways a behavior
could manifest. This is especially true for adolescents.
Even though, as noted earlier, smartphone use is nearly
ubiquitous for adolescents, the ways in which adolescents

use their smartphones shifts rapidly. For example, if passive
sensing technologies cannot capture all methods of com-
munication, researchers could erroneously conclude that
such communication never happened. This is particularly
true for passive sensing of social media given that the
popularity of social media platforms can change consider-
ably from year to year. Fourth, there are technological
limitations to this approach such as a lack of available
data on some platforms (e.g., the security settings on all
Apple smartphones prevents researchers from accessing the
call logs) to missing data as a result of smartphones turning
off sensors to conserve battery (e.g., it is common for
smartphones to turn off the GPS when not in use).
Finally, for both smartphone passive sensing and wearable
sensors, there are issues with compatibility across devices.
Any risk algorithm generated with passive data would be
specific to that configuration of manufacturer, model, and
operating system (Harari et al., 2016; Mohr et al., 2017;
Stisen et al., 2015).

Capturing Critical Transition Periods

Adolescence involves many transitions from one stage to the
next (Lenz, 2001; Patton & Viner, 2007). These transitions
may be critical periods in which suicide risk emerges, and
thus there could be value in capturing, in real time, what
sorts of changes happen during these transitions. To date,
nearly all real-time monitoring studies of suicide risk have
not explicitly focused on an explicit period. Those that have
(all of which are relatively new studies as of the writing of
this article) focus on the period immediately after discharge
from inpatient psychiatric care. Although the transition out
of inpatient psychiatric care is one of the highest risk periods
for suicide (Chung et al., 2017), there are many other critical
periods that should be explored. For example, there is some
support for the idea that adolescents (and adults) are at
greater risk for suicide during the spring compared with
other seasons (Shinsugi, Stickley, Konishi, Ng, &
Watanabe, 2015; Sun et al., 2011). As noted by others,
however, it is not well understood why the suicide rate is
higher during spring (Ajdacic-Gross, Bopp, Ring,
Gutzwiller, & Rossler, 2010). Real-time monitoring could
be useful in this case, as it could capture specific changes
from season to season as they actually occur, which may
provide insight into the processes that occur as the seasons
change. Other important critical periods to explore in future
research include the transition from the school year to sum-
mer or from one school to the next (e.g., middle school to
high school) and changes throughout the course of puberty
(Dervic, Brent, & Oquendo, 2008). Finally, there has been
no specific study of the pubertal transition where STBs
drastically increase (Nock et al., 2013).

One challenge with capturing these critical periods is
that they would require long monitoring periods (and this is
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likely one of the reasons why such work has not yet been
conducted; Liu & West, 2016). For example, to compare
real-time data from one season to the next could require an
entire year of real-time monitoring data. Doing this would
be quite burdensome on the researcher and participants and
would likely lead to issues in retention. At the extreme, an
overly burdensome study protocol could lead to biased
attrition (Miller & Wright, 1995), in which adolescents
with less severe suicide risk are more likely to complete
the study. One solution to this may be collecting real-time
monitoring data for short periods separated by longer inter-
vals. For example, Weinstein, Mermelstein, Hedeker,
Hankin, and Flay (2006) collected real-time monitoring
data for 1 week every 6 months to capture the transition
from one grade to the next.

Understanding the Ethical Implications of Conducting
Real-Time Monitoring Studies in Youth

Suicide research is unlike nearly any other area of research
in psychology because of the ethical imperative to keep
participants safe when we learn that they are at risk for
suicide. This issue is hardly new within the study of suicide
and has been discussed at length in reference to studies that
assess suicide only once, or once every week, month, and
so on (Fisher, Pearson, Kim, & Reynolds, 2002; Pearson,
Stanley, King, & Fisher, 2001). Real-time monitoring pro-
vides a unique challenge, however. Whereas traditional
online studies may ask about suicide risk averaged over
weeks or months at one time point (or multiple points with
long spans between assessments), real-time monitoring stu-
dies ask multiple times per day about levels of suicidal
desire, intent, ability to keep oneself safe, and so on, at
that very moment. Moreover, some real-time monitoring
apps also allow the collection of GPS data. Taken together,
this means that real-time monitoring studies of suicide risk
assess risk as it is happening, many times per day, and
records not just when someone is at risk but where someone
is at risk. As we detail next, these important differences
make it challenging to manage suicide risk in the same way
as we would in traditional studies. In this article we inten-
tionally provide no specific recommendations for dealing
with suicide risk monitoring in real-time monitoring studies
because there is likely not one correct answer or best
practice for any research study. The optimal way to handle
suicide risk monitoring in a real-time monitoring study
depends on many factors.

Existing guidelines (Michaels, Chu, Silva, Schulman, &
Joiner, 2015) and common practice for managing risk in
traditional online studies generally involve setting thresh-
olds (e.g., scores above a certain level on a measure of
suicidal ideation) for “moderate” or “high” risk. When risk
is moderate, participants receive some sort of passive inter-
vention (e.g., list of local treatment providers). When risk is

“high,” an active intervention is engaged (e.g., calling for
further risk assessment and safety planning). These tradi-
tional approaches, as is, would not translate to feasible risk
management strategies in real-time monitoring studies for
at least two reasons. First, although we refer to this tech-
nology as “real-time monitoring,” it is important to note
that this refers to assessing constructs as they occur in real
time. It does not refer to receiving data in real time. Most
real-time monitoring apps are designed to store data on
participants’ phones until a stable connection (usually via
Wi-Fi) is available, thus there could be a gap of hours or
days between an adolescent reporting that they are at high
risk and someone on the research team having access to
those data. Second, risk monitoring protocols that involve
immediately contacting the participant might not be scal-
able even to small-scale real-time monitoring studies. For
example, even running 10 participants at a time, with six
prompts per day, would yield up to 420 responses each
week. If even 2% of these responses are “high risk,” this
would require 84 separate active interventions per week.
This would mean that active protocols would require a
large staff that would not be feasible in most cases.
Moreover, many of these interventions would be false
positives. As noted earlier, 7% to 18% of adolescents dur-
ing the highest risk time for STBs (i.e., suicidal inpatients
in the time immediately after discharge from inpatient care)
will attempt suicide (Goldston et al., 1999; King et al.,
1995; Prinstein et al., 2008). Even the adolescents who do
attempt suicide would likely also report false positives on
the surveys that did not immediately precede a potential
suicide attempt. These false positives (i.e., contacting the
participant or their parent when contact is not needed) may
lead to participants becoming unwilling to respond to the
study, or to purposely underreporting their level of suicide
risk. It could also lead to increased burden on parents (and
clinicians, depending on the nature of the risk assessment
protocol). Ultimately, this would mean that by adding
appropriate risk-monitoring procedures, we are no doubt
changing the phenomenon we are trying to observe while
adding additional burden to study participants and their
parents. Thus, any risk assessment protocol should be
designed in a way that takes into account participant safety,
risk of false positives, accuracy of responses, and burden on
participants and their parents.

CONCLUSION

Recent advances in smartphones and wearable devices
make real-time monitoring more feasible than ever before.
This is especially true for adolescents who are already
familiar with this technology. Real-time monitoring is par-
ticularly promising because it can give us an opportunity to
observe the everyday lives of youth at risk for STBs, which
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will help us better understand what it is about their experi-
ences that lead to increased risk for STBs. Given the clear
promise of using real-time monitoring to explore STBs
among adolescents, the goals of this manuscript were (a)
to provide an overview of the current status of using real-
time monitoring to study STBs among youth, (b) to discuss
future directions using real-time monitoring, and (c) to
clarify the potential challenges using this technology. The
existing literature that uses real-time monitoring to study
STBs primarily establishes good feasibility and provides
some initial description of what STBs look like in everyday
life. The future directions we discuss build on this initial
research in terms of identifying of new research questions,
promoting innovative analytic methods of new or existing
data, and highlighting novel methodological approaches.
Despite these exciting new directions, there are real barriers
to using this methodology that must also be recognized in
terms of logistics (e.g., getting adolescents to complete
real-time monitoring during critical periods), technical bar-
riers (e.g., current mathematical models may not be ideal
for our needs), and ethics (e.g., ensuring participant safety).
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